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Overview of This Tutorial
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• Part I: Why and What Noisy Labels

• Part II: Current Progress and Tutorial Perspectives

• Part III: Training Perspective

• Part IV: Data Perspective

• Part V: Regularization Perspective

• Part VI: Future Directions



Part I: Why Noisy Labels
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Why Noisy Labels
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What are Noisy Labels
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(Credit to Dr. Gang Niu)
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Part II: Current Progress
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B. Han, Q. Yao, T. Liu, G. Niu, I. W. Tsang, J. T. Kwok, and M. Sugiyama.
A Survey of Label-noise Representation Learning: Past, Present and Future. arXiv preprint: 2011.04406, 2020.



Tutorial Perspectives
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Part III: Training Perspective
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D. Arpit et al. A Closer Look at Memorization in Deep Networks. In ICML, 2017.

Memorization Effects



Training on Selected Samples
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Self-teaching (MentorNet)
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L. Jiang et al. MentorNet: Learning Data-Driven Curriculum for Very Deep Neural Networks on Corrupted Data. In ICML, 2018.

Error accumulation!



Co-teaching
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B. Han et al. Co-teaching: Robust Training of Deep Neural Networks with Extremely Noisy Labels. In NeurIPS, 2018.

Find “bugs” by peers



Divergence Matters
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Diverged!

Consensus



Co-teaching+
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X. Yu et al. How does Disagreement Help Generalization against Label Corruption? In ICML, 2019.

Divergence meeting 
Co-teaching



Rethinking R(t)
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S2E: Searching to Exploit
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Q. Yao et al. Searching to Exploit Memorization Effect in Learning from Noisy Labels. In ICML, 2020.

Bi-level Optimization

Manual design

Search space

Automated design



DivideMix
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J. Li et al. DivideMix: Learning with Noisy Labels as Semi-supervised Learning. In ICLR, 2020.

clean noisy Semi-supervised learning

Co-refinement and Co-guessing



MentorMix
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L. Jiang et al. Beyond Synthetic Noise: Deep Learning on Controlled Noisy Labels. In ICML, 2020.

MentorNet + Mixup

Weight → Sample →Mixup →Weight



Summary

• Memorization effect in deep learning is new and important.

• MentorNet and Co-teaching series are developed.

• Many applications have leveraged Co-teaching series.
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B. Han et al. Co-teaching: Robust Training of Deep Neural Networks with Extremely Noisy Labels. In NeurIPS, 2018.

Code: https://github.com/bhanML/Co-teaching

https://github.com/bhanML/Co-teaching


Part IV: Data Perspective
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Noise Transition Matrix



Adaptation layer
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J. Goldberger et al. Training deep neural-networks using a noise adaptation layer. In ICLR, 2017.

Noise adaptation layer



Forward Correction
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G. Patrini et al. Making Deep Neural Networks Robust to Label Noise: A Loss Correction Approach. In CVPR, 2017.

(Credit to Dr. Tongliang Liu)



Masking
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B. Han et al. Masking: A New Perspective of Noisy Supervision. In NeurIPS, 2018.

Structure Variable



Fine-tuning
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X. Xiao et al. Are Anchor Points Really Indispensable in Label-noise Learning? In NeurIPS, 2019.



Summary

• Noise transition matrix is the key in data perspective.

• A potential direction is how to estimate this matrix easily.

• Another potential direction is how to leverage this matrix effectively.
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Part V: Regularization Perspective
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(Credit to Analytics Vidhya)



SIGUA

26
B. Han et al. SIGUA: Forgetting May Make Learning with Noisy Labels More Robust. In ICML, 2020.

Gradient Ascent



MixMatch & FixMatch

27
K. Sohn et al. FixMatch: Simplifying Semi-supervised Learning with Consistency and Confidence. In NeurIPS, 2020.

D. Berthelot et al. MixMatch: A Holistic Approach to Semi-supervised Learning. In NeurIPS, 2019.



Bootstrapping

28
S. Reed et al. Training Deep Neural Networks on Noisy Labels with Bootstrapping. In ICLR Workshop, 2015.

target prediction



Mixup

29
H. Zhang et al. Mixup: Beyond Empirical Risk Minimization. In ICLR, 2018.

interpolation



Summary

• Regularization is very popular for semi-supervised learning.

• Explicit regularization is in the level of objective function.

• Implicit regularization is in the level of algorithm and data.
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Part VI: Future Directions
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B. Han, Q. Yao, T. Liu, G. Niu, I. W. Tsang, J. T. Kwok, and M. Sugiyama.
A Survey of Label-noise Representation Learning: Past, Present and Future. arXiv preprint: 2011.04406, 2020.



New Datasets
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L. Jiang et al. Beyond Synthetic Noise: Deep Learning on Controlled Noisy Labels. In ICML, 2020.



Instance-dependent LNRL
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A. Berthon et al. Confidence Scores Make Instance-dependent Label-noise Learning Possible. In ICML, 2021.



Adversarial LNRL

34
J. Zhu et al. Understanding the Interaction of Adversarial Training with Noisy Labels. arXiv preprint, 2021.

weak strong



Noisy Feature

35
J. Zhang et al. Towards Robust ResNet: A Small Step but a Giant Leap. In IJCAI, 2019.

Image Text



Noisy Domain

36
X. Yu et al. Label-noise Robust Domain Adaptation. In ICML, 2020.

F. Liu et al. Butterfly: One-step Approach towards Wildly Unsupervised Domain Adaptation. arXiv preprint, 2019.



Noisy Similarity

37
S. Wu et al. Multi-class Classification from Noisy-similarity-labeled Data. arXiv preprint, 2020.



Noisy Graph

38
Hoang NT et al. Learning Graph Neural Networks with Noisy Labels. In ICLR Workshop, 2019.

Big gap



Noisy Demonstration

39
V. Tangkaratt et al. Variational Imitation Learning from Diverse-quality Demonstrations. In ICML, 2020.



Noisy Machine Translation
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P. Dakwale et al. Improving Neural Machine Translation Using Noisy Parallel Data through Distillation. In MT Summit, 2019.



Conclusions

• Current progress mainly focuses on class-conditional noise.

• The new trend focuses on instance-dependent noise.

• Besides noisy labels, we should pay more efforts on noisy data.
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